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How to Dynatrace

Download Dynatrace OneAgent

Select the platform that your applications run on. By continuing you agree to our Terms of Use.

‘ Windows H A Linux H & AlX H © Solaris ‘

You can also monitor your PaaS platform.

‘ Set up PaaS monitoring ‘

Not ready to install Dynatrace OneAgent?

Mo problem - we can email the installation inst ons to you and you can download the installer later when you're ready.

Firewall troubles? No web server access?

Dynatrace OneAgent uses secure socket If you can't install Dynatrace OneAgent on your web
communication (HTTPS port 8443). If your network server, try agentless real user monitoring.
policy doesn't allow this, install Dynatrace

ActiveGate.

 OneAgent
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How to Dynatrac

A} XfsHo 2 22X m}2tS0] Root causeS M| A

A 4 applications: Multiple application problems

Problem 115 detected at Jul 9 14:57 - Jul 9 15:51 (was open for 54 minutes). This problem affects real users.

H Affected applicati... E Affected services
4 7

n &ﬂe(ted infrastruc... xl- % x—-|I 2 E _E_ X‘" EI‘ o_l.

Business impact analysis
An analysis of all affected service calls and impacted real users during the first 9 minutes of the problem shows the following potential impact.

po B EHE OS] YBE Ui ALBKIR} AMH|A HA

Affected service
“ Show

calls

4 impacted applications
520 User actions per minute impacted

w.easytravel.com
application

W

User action duration degradation

The current response time (16.6 5] exceeds the auto-detected bassline (2.32 s) by 615 %

Affected user actions User action

57 /min 3 User actions

Browser Geolocation a5
All All All

w.angular.easytravel.com

User action duration degradation

Web application

The current response time (50.2 s} exceeds the auto-detected baseline (519 ms) by 8.018 %

Affected user actions User action

250 /min 2 User artions

Browser Geclocation o5
Al All Al

w.easytravelb2b.com
application

User action duration degradation

The current response time (19.4 5) exceeds the auto-detected baseline (193 ms) by 9,984 %

Affected user actions User action

202 /min 7 User actions
Browsar Geclocation os
Al All Al

Ricbiln

Root cause
Based on our dependency analysis all incidents have the same root cause

#= | CheckDestination
Custom service
Respanse time dezradation

The current response time (5.46 ) exceeds the auto-detected baseline (128 ms) by 4123 %

Service method
2 Service methods

BB1-zpache-tomcatjms-iis
Host

CPU saturation

Affected requests
825 /min

100 % CPU usage

BE2-apache-tomcatjms-iis
Host

CPU saturation

100 % CPU usage
= 4n

AI2! pavisZt 162 12| dependeciesE =

M

=

Davis analyzed

" 1,605,480, 344 dependencies

Root causeS =A16104 X[ A|

Visual resolution path
Click to see how we figured this out.
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MR

Mean Time to Remediate .
A https://dynatrace.ai/acsurvey

~ 10mir O ony<swis, Cloud Nathe'

4 hours

> MTTI
2 days ~ 1 hour Mean Time to Innovation
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How many tools are you using to manage IT?

plunk>

a4 .
% ¢ elastic
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Grafana .
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...
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sola.rwmds‘e’d . TgusandEves B S (:)ASTA . '
pingdom User Experience '_'

APPDYNAMICS

-gvPrometheus \
. Stackdriver - - @

riverbed -3 ©)Sysdig

CloudWatch = opafaboc

ZABBIX . logstash @ sumoloaic
‘=@ ExtraHop Dl

NETSCOUT < N
solarwinds © Naqios’
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HP OPENVIEW

_cassandra

APM (Gen 2)

splunk>
P Log
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The Dynatrace all-in-one approach

I Simplicity
Speed

Efficiency

Correlation Causation

Confidential



Traditional IT Vs. Digital
IT

g}
L9
g
Centre of gravity is: | Servers L Customer Experience
Cloud Centre of gravity is: Customer | cystomer Behavior
Network IT/Business Analysis
Database Full Stack
Storage Automation/Al
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Traditional Root Cause Vs. Dynatrace Root
Cause
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Traditional IT Monitoring

Overview latency (95% Stream lat (95%) 3 ponse, Login P M, cy, last hou \ i E iE E i R
Overview latency (95% Stream latency (95%) External Response, Login Page Max latency, last hour Syztem adminfextend) IApaDeme, simila5s) BAD RESAONSE I Dashoard & Apakume LB

Dema ¥ ameatl  lomal?  lomdald  omcald bomeaS  lemiatd OperdDKT  JRecke  IBMYM JRA l:_]
User olivier.vielpeau Logged in the AWS
console k| b ] 1]
LTI

Key page latency M
oy Pag y = S

53 S3Bucket series-prod has been .

400 Created by dogweb
Acliv parvich
ik

53 S3Bucket series-prod has been “
Created by dogweb

A s
o/ o i sk (4 \
200 PR V). A A i S S A el 0 L P 1 month of Kafka disk utilization

0 53 S3Bucket snapshots-prod has been
L[ Created by dogweb
|| | ! Respoeds imafms) Haap memary[ME)
53 S3Bucket series-prod has been
Created by dogweb 3,31 TH

ELB 5xx ! ; _ s [P

User aaditya.talwai Switched Role in the AWS
console
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’ Il"IIII Illl ll'll I“"II "Illllllll Illll e e e User aaditya.talwai Logged in the AWS 4 il AT
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12:00 14:00

ELB Latency
500

Concurrent users 8 Today's concurrent users

pu

Triggered: pd crawl
pd

Resolved: Sobotka max queue size is over
p d tomcet!  lomoal?  osdstd  lomcald  comopt  lomcalh

10k id:2 id:2
on org_id:2 on {org_id:2} Huiary call ot Wil per it

fastly

Read latency (us) pd Resolved: No Data: Rawls Extract Is Not E
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{partition:2}
OpondDKT JRockit Ll JIRA
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Dynatrace AIZ &8t IT Monitoring

@ krstg koreanaircom

Resources

99% Chrome

Top browser Load actions XHR actions 146.9/action

3rd party/CDN resources

100% Real users. . Async request capturing not activated!

73.4/action
Top user type

Resources

Visually complete Visually complete
View geolocation

045 <01/min
Apdex rating. JavaScript errors

Smartscape topology > Hosts > wwwstgwb

< Applications

ution path

€ services
>

s
¥ Processes

>

@ elbzb.com
wwwstgwb =

- 2 B ) ) tnux

L

= = Data centers
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Dynatrace Know Customers

User behavior

Active sessions, Actions per session, Entry/Exit actions, Bounce rate, and Conversion goals.

Know Customers 4

ﬁy 14.2%
Overall conversion

Applcations ) wwweasytravel.com Total session lve  Emors&

Location Quration count v (rasnes

Worldmap 923 user actions couid not be mapped to a geographic location

Poland, Gdaisk and more I 2503
Germany S I 69
China, Shanghai, Shanghai and more

(China, Shaanxi and more 1120 ils

Republic of Korea and more 1047 Tmin2ds

sosex m—

0.95 Excellent 107 /min ) ) )

095 Excellent ugaiita (hina, Chongging and more 78 Imings

0.92 Good 2.93 /min

0.92 Good 067 /min . )

0.92 Good 047 in ; Japan and more 1258 Imin3 s
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Digital Experience Monitoring

Digital Experience
Synthetic Monitoring

Monitoring Real User Monitoring
74 5 2L EHH

HH AR 2L ET
Proactive management
Controlled measurement

100% visibility
Service levels

Business impact

User behavior

&,

\
Analytics

Session Replay

ool -H

Connect users & performance
Automated detection & triage
Actionable user insights

LB 7kX|7b HI=L A §&82] SH 247t &1 S



Dynatrace Know IT & Technologies (Full Stack)

Smartscape topology > Services

O Applications P @

Iﬁw —@

Know IT & ® e _ "

@ @ @®
Technologies @ - o : ®
(Full Stack) :
Z 216 )
®
@ (3] y @ ®
- & - ®
¢ Processes \ @
l/i ® @ @
465 y
O} (=
M Hosts ’ N
I/ 52 @ ®

[ ]
& & Data centers

l/ 1.3 -
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Dynatrace Know Problems & Business Impact

2 applications: Us

Problem 968 detected at 15:58 - 16:53 (was open for 55 minutes).

er action duration degradation
ss
This problem affects real users

Recovered Monitored

B Applications 2 19
n Services

nfrastructure components 1 ncies analyzed

4
Al

Business impact analysis Root cause
An analysis of all affected service calls and impacted real users during the first 10 minutes of the problem shows the Based on our dependency analysis all incidents have the same root cause

following potential impact.
wing p: ntial imp -.-t
H : : L hand O I (=] BB1-apache-tomcatjms-iis
0.0 8 PN\ 258k — -_ O O
N
ted us ‘ Affected service calls
CPU saturation

Know Problems & < w more 100 5 CPU usage
Business Impact 2

2 impacted applications

328 User actions per minute impacted
Visual resolution path
www.easytravel.com - IF OH AI I } El J

User action duration degradation

The current response time (1.04 min) exceeds the auto-detected baseline (606 ms) by 10,188 %

user actions User action

4 User actions H F
Ol 2

Geolocation

o{E2|#H o] M/
MH| A /01 = 3}

User action duration degradation

The current response time (2.66 min) exceeds the auto-detected baseline (399 ms) by 39,933 %

Affected user actions User action
7 User actions

Geolocation

All

Confidentia




Dynatrace Know Changes & Codes

Response time

today, 12:00 - 12:34 today, 10:00 - 10:
i:'-fpmp\:: t. me c.iegl> adation él‘ OH C)El [[H
2
600 /mir
400 /min -
s
200 /min
L 0Oms
0:00 10:05 10:10 10:15
Oms T - 12 12120 1 ol 0 /min Response time Requests
KnOW Changes & — Response time Requests

Codes

) — .
N — Compare response time hotspots
A

Top contributors Hf T A E

CPUHelperfib

CPUHelper.busyLoop

Long.toString

Confidentia




Dynatrace Needs OneAgent Only

One Agent to monitor them all

Needs OneAgent Only 4




Dynatrace

Enable Automation 4

Enable Automation

Business Dev Operations

Elastic hyper scale Full stack A.l. powered

OneAgent
> -
[— -/ SaaS Dynatrace Managed @g

-
\V4 L i

APIs

[0 © 0 o] (@ © o o] [0 © 0 o]
|| || |
g@ serlenww @ SI ack

JIRA

kubernetes

Confidentia
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OneAgent

Users o
=X A XHs2t
Apps
Services Business impact 278
Code SHALIol dH
Server
Logs Alarm ZZ228H o
Network
N IPNEANE
Custom
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Go

549 process groups

[IS App Pool

307 process groups

Jetty

416 process groups

Apache Tomcat
632 process groups

Python

56 process groups

e.,-o
9537 IS 3015 e 27192 221961 @ 1516
Instances Instances Instances Instances Instances
Node.js Apache HTTP Server Java ASPNET Erlang IBM Perl
376 process groups 103 process groups 101 process groups 122 process groups 22 process groups WebSphere 8 process groups
Application
Server
¢ ASP - 53 proces:
® 174 7 559 £ 435 fer 328 L¥ 163 ® 145
Instances Instances Instances Instances Instances Instances Instances
Cloud Foundry NET Nginx MongoDB Apache ActiveMQ Redis
134 process groups 146 process groups 102 process groups 10 process groups Cassandra 38 process groups 10 process groups

17 process groups

. 0
2 1090 NET 494 G 382 d 136 <109 g 83 € 79
Instances Instances Instances Instances Instances Instances Instances
HAProxy MySQL RabbitMQ Play Microsoft SQL | Apache Memcached Elasticsearch | Oracle PostgreSQL
14 process groups 7 process groups 7 process groups 19 process groups Server Hadoop 2 process groups 8 process groups WebLogic 7 process groups

A

™ 58

b 54

> 37

20 process groups

& 32

5 process groups

w28

M24

o 21

8 process groups

= 2!

%10

Instances Instances Instances Instances Instances Instances Instances Instances Instances Instances
lIS App Pool 1S Mongo Router |Dynatrace Linux PHP Docker Oracle IBM CICS IBM IMS
7 process groups 3 process groups 1 process group 1 process group 1 process group 2 process groups 1 process group Database Regiun Euntrﬂl HEgIﬂI‘I

1 process group

2 proCess groups

2 proCess groups




DAVIS
Al engine

ServiceNow
Cl/CD Tools
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metrics

events
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SELF
HEALING
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Path to NoOps and DevOps — Self Healing

?Escalate at ( x) oW |
2AM? p =y

Problem evolution <«

100

CPU Exhausted? Add a new service instance!

50

D | [

I 2 High Garbage Collection? Adjust/Revert Memory Settings!

2017-07-07 07:55 - 08:00 32 ongoing events in 13 compenents

4 3 /ssue with BLUE only? Switch back to GREEN!

)

Web request service
Varnish:8079

A Service method Jorange jsf slow down
A Servi ethod /CalculateRec dati low d H
 Servce method /CalcuinteRecommendstions has fa . 4 Hung threads? Restart Service!

A All dynamic requests slow

£ All dynamic requests have increased failure rates
A Service method /services/JourneyService/findLocy ?

\Web service 3 < /m,OaCZ‘ M/f/gafed?

A Service ConfigurationService slow down

©

A Service method getEnabledPluginMames slow dows

Web service . 2 . . .
Qe r——— . Still ongoing? Initiate Rollbac

A Service method findJourneys slow down

A Service method findLocations slow down

Windaws host 1
BB1-apache-tomcatjms-iis
A CPU saturation

; 2 E 1 now
Windows host . ? SZL/// Ongo/ng? scalate [V

Electric Flow Deployment Confidentia
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Al-powered automation ROI

1-Year TCO
$1,600,000

$1,400,000
T

$1,200,000 - Additional
Costs with
$1,000,000 Legacy APM
Solutions
$800,000 —
| 1%
$600,000 ———fe
$400,000
$200,000
$0

Dynatrace AppDynamics
= Software = Additional FTEs = Hardware = Add'l Tools (Zenos) Completely Automated with Dynatrace

Confidential



Before and After Impact Value
Before Dynatrace*

¥
SiteScope

VIAVI

wily
Mean Time to
Identification 50 minutes

With Dynatrace
.S

< 5 person Bridge Call
8 min MTTI
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@< Agent

Full Stack 7} (Infra, Application, User)

Web7|8te] &371=
(2 22" 1097 o] SAE 715)

25 13] (¢ 263])

Cisco Tetration

New Relic App Dynamics

2 JAY Agent 2R 2t A E Agent 2R

APM<S == (Web2} Mobile 2| 8H| A
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A8 APME2 App Dynamics, NPM2 Extrahop, Synthetic® Catchpoint, Logs= Splunk, Alerts= Moogsoft, Analytics=
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Where can we help?



* Dynatrace helps to decide WHAT to migrate

. ® =)
wl ........ @ @
@ ¥

F 84 & &% 5 e 5

> 98980 o . o g
(] G ® z
- - 0 In minutes: T-Shirt Slze.your Mlgratlon Plan
e Auto-dependency mapping of internal & external
services

i @  Auto-load detection and baselining

 Auto-resource“tonsumption detection
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* Dynatrace validates & OPTIMIZES cloud deployment

SearchService 3 i K]

- , ot Search Service
Remoting service ' /b 2 Remoting service /4 2 Remoting service
Q Q & Processes @ & Processes Q
k34 74
& Hosts & Hosts
y i
& = y’ 4

How does each service scale? Does it correctly fail over?

Confidentia
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Dynatrace MANAGE true end-to-end Hybrid Cloud

sopiicstians ) vwrisasytravelcom ) Servtes Pl

Microservices in AWS

& Journzy

Ha sarvice selected

Serverless in Cloud

On—-Prem Monolith

£ 2 smrvices

Legacy / 3rd-Party

Journey #% CheckDest




Cost of “Build—it—Yourself”

Saving put back on Innovation

Opportunity costs

What else could resources be doing?

Cost of outages and downtime
Due to production defects, MTTR

Ongoing costs
. Server/storage costs, administrative maintenance & support,

development, re-instrumentation for code changes

$SS

. Upfront deployment costs

Resources for instrumentation/configuration

Upfront SW/HW costs
Software license and hardware costs

Build-it-yourself Dynatrace



Vision: |28 Virtual ZHA| A|AE!

UIe Ltouvl

to monitor
them all

-v
A
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http://www.dynatrace.com/
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